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Робота з даними неможлива без етапу їх попередньої обробки, яка включає 

набір процедур які направлені на підвищення якості самих даних та якості їх 

інтелектуального аналізу. 

Виділяють наступні етапи попередньої обробки: очищення (Data cleaning), 

масштабування або нормалізація (Data transformation), перетворення даних 

(Scaling to a specific range), Скорочення або ущільнення даних (Data reduction), 

Секціонування даних (Data partitioning).  

В даній роботі досліджено методи скорочення даних з використання 

хмарного середовище Google Colab Python. 

Скорочення даних застосовується шляхом вибору об’єктів і атрибутів з 

метою спрощення обробки даних, зниження обчислювальних витрат, зменшення 

ймовірності перенавчання; збільшення семантичного розуміння моделі. 

У якості вихідних даних  використані дані про пацієнтів, які мають 

кардіологічні захворювання.  

Розглянуто наступні методи скорочення даних: методи фільтри 

(Information Gain, Mean Absolute Difference, Variance Threshold), вбудовані 

методи (логістична регресія, дерева рішень на основі градієнтного спуску, 

Random Forest на основі мета-алгоритму беггінгу), методи обгортки (Wrapper 

methods). 

Отримано, що найбільш ефективними є методи обгортки, які запускаються 

на різних підмножинах ознак  вихідного тренувального сету. Процес вибору 

ознак базується на певному алгоритмі машинного навчання та дотримується 

підходу жадібного пошуку шляхом оцінки всіх можливих комбінацій ознак за 

заданим критерієм оцінки. 
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