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JOCJIKEHHSI METOAIB TONEPEJHbOI OBPOBKH JJAHUX JIJIS
NIABULIEHHS AKOCTI KJIACU®IKAILIT
I'appuaenko C.10., Kynin /1.0O.
Hauionanvnuit mexuiyHuil ynigepcumem
«XapkiecoKkuit nonimexuiuHuil iHcmumym», m. XapKie

Po6ora 3 mannMu HeMOXKITMBa 0€3 eTarry iX mornepeHL01 00pOOKH, SIKa BKITIOUAE
Hallp mpolueayp SAKl HampapjeHI Ha MIJBHUIICHHS SIKOCTI CaMUX JIaHMX Ta SKOCTI X
IHTEJIEKTYaJIbHOTO aHai3y.

Buainsaiors HacTynHI eTanu nonepeanboi oopooku: ouuntienHs (Data cleaning),
MaciitadyBaHHs abo Hopmamizaris (Data transformation), mepeTBOpeHHs JTaHUX
(Scaling to a specific range), CkopouenHs abo ymuibHeHHs nanux (Data reduction),
CekmionyBanHs ganux (Data partitioning).

B naniii poOOTI AOCHIIPKEHO METOAM CKOPOYEHHSI JAHUX 3 BUKOPUCTAHHS
xmapHoro cepeaonuie Google Colab Python.

CKOpOYEHHSI JaHUX 3aCTOCOBYETHCS ILIAXOM BHOOPY OO’€KTIB 1 aTpUOYTIB 3
METOIO CIIPONIIECHHS 0OPOOKU JaHUX, 3SHUKEHHS 00UHCIIIOBAIbHUX BUTPAT, 3MEHILICHHS
HMMOBIPHOCTI MIEpEHAaBYAHHSI; 30UIbIICHHS] CEMAaHTUYHOT'O PO3YMIHHS MOJIEIIIL.

VY 4KOCTI BHUXIJHUX JAHUX BHUKOPUCTaHl JlaHl NpPO MAILIEHTIB, SKI MalOTh
Kap/I10JIOT14HI 3aXBOPIOBAHHS.

Po3risitHyTo HAcTymHI METOAM CKOPOYEHHS JIaHUX: MeToiu  (UIBTpH
(Information Gain, Mean Absolute Difference, Variance Threshold), BOymoBani
MeTonu (JIOTICTHYHA perpecisi, JiepeBa pillieHb Ha OCHOBI T'PaJIIEHTHOTO CIYCKY,
Random Forest Ha ocHOBI MeTa-anropuT™My Oerrinry), meroau obroptku (Wrapper
methods).

OTpumaHno, 110 HaOLIBIT €(PEKTUBHUMH € METOAN OOTOPTKH, SIK1 3aITy CKaIOThCS
Ha pI3HUX MIIMHOXXHWHAX O3HAK BHUXIAHOTO TpeHyBajabHOro cety. IIponec Bubopy
o3HaK 0a3yeThbCsl HAa TIEBHOMY QJITOPUTMI MAIIMHHOTO HABYaHHS Ta JOTPUMYETHCS
MIJIXOAY >KaJlIOHOTO MOIIYKY IIJISIXOM OIIIHKM BCIX MOKJIMBUX KOMOIHAIIM O3HaK 3a
3aIaHUM KPUTEPIEM OILIIHKHU.
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