~

HAYYHEI
PE3YJILIAT

RESEARCH RESULT

=

Pihnastyi 0.M.Development of methods for solving the tasks of the continium linear
programming using Legendre polynomials // Cemegoli sicypHan «HayuHulil pesyasmamy.
Cepusi «HHgopmayuoHHble mexHoozuu». — T.1, Ne1(1), 2016.

12
]

UDK 658.51.012

DOI

Pihnastyi O.M. DEVELOPMENT OF METHODS FOR SOLVING THE TASKS OF THE
CONTINIUM LINEAR PROGRAMMING USING LEGENDRE POLYNOMIALS

Doctor of Engineering, Professor. Department of Computer Monitoring and Logistics, National Technical University

IIurnacrtenii O.M.

«Kharkiv Polytechnic Institute» 79-2 Pushkinskaya, Kharkov, 61102, Ukraine. e-mail: pom7@bk.ru

Abstract

The article demonstrates the theoretical foundations of the mathematical apparatus — the
continuum of linear programming. It demonstrates a technique for solving problems with the use
of orthogonal systems of functions. The article was an exact solution of the problem of variational
calculus to linear constraints. The purpose of the work is to develop accurate methods of solving
the problem in the class of Legendre polynomials. The study demonstrates an ability to build the
exact solution of the problem and the conditions under which the decision is allowed. Based on
the properties of Legendre polynomials, an exact solution of the problem of continual linear
programming is provided, in which the integrands and functional limitations are presented in
rows of finite degree. Analytically, it is proven that the solution obtained is a limiting case of the
linear combination of delta functions. It is shown that the parameters of the optimization problem
of finding the unknown functions plan contains half of the variables than in the canonical method.
Recommendations are given for the construction of the optimization algorithm. There is a
possibility of extending the proposed technology solution in the direction of using other systems
of orthogonal polynomials.
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PA3PABOTKA METOOB PEHIEHUSI 3AJAY KOHTUHYAJIBHOI'O
JIMHEMHOI'O TIPOI'PAMMMWPOBAHUSA C UCTIOJIB30BAHUEM
HOJMHOMOB JIEZXKAHIPA

npodeccop Kadeapbl KOMIBIOTEPHOTO MOHUTOPHHTA U JIOTHCTHKH, JTOKTOpP TEXHUYECKUX HAYK, IOLEHT
Hanuonanensiit Texanueckuit Yausepcuret “XIIN”, yu. [ymkunckas, 1. 79-2, r. Xapskos, 61102, Ykpauna
e-mail: pom7@bk.ru

B cratee mpencraBieHBl TEOpEeTUYECKHE OCHOBHI MaTeMaTHYECKOTO ammapara KOHTHHYYM
JIMHEWHOTO ImporpaMMUupOBaHUA. IToxazanHBIN METOJ PpCHICHUA 3aJad4 KOHTUHYAJIBHOI'O
JIUHEHHOTO MIPOTPaMMHUPOBAHUS C HCIIOJNB30BaHHEM OPTOTOHAIBHBIX cucTeM (yHKIui. B craThe
MOJIYy4€HO TOYHOC PCIICHUCM 3aJavd BapUallMOHHOI'O HMCYUCICHUA IIPU HAJINYUHA JIMHEMHBIX
orpanndeHuid. L{enpro paboThI sBiIsieTcs: pa3paboTKa TOYHBIX METOOB PEIICHUs 33J]a4d B Kiacce
nosmmHOMOB  Jlexanapa. [IpomeMoHCTpHpoOBaHA BO3MOXKHOCTH IOCTPOUTH TOYHOE PEIICHHE
3alayd U YCJOBHS, MPH KOTOPBIX PEIICHUE CYIIECTBYET. AHAIUTHYECKH JIOKAa3aHO, YTO
TTOJIYICHHOE pEIICHHE CIIeTyeT NCKaTh B BUJC JIMHEHHON KOMOWHAIMU AeibTa-QyHKIuA. J{aHsr
PEKOMEHJAIMU [0 IIOCTPOCHHUIO AallfOPUTMAa ONTHMHU3AIMH. YKa3aHO Ha BO3MOXHOCTb
WCTIOTIB30BATh IIPH PEIICHUH TaHHBIX 32/1a4 IPYTHX CHCTEM OPTOTOHAIBHBIX MHOTOWICHOB.
KuioueBble c¢ji0Ba: KOHTUHYaJIbHOE JIMHEHHOE MpPOrpaMMHUpOBaHUE, MHOTrowieHsl JlexxaHmpa,
TenbTa-(QyHKITHS.

Introduction

The simplest of these tasks can be solved by
conventional means, if it is the class of functions in
which a decision is based [1, p.25]. It was found that the
quality of the solution is higher the more "a delta" has a
character of its analytical solution. It is shown that the
exact solution of the simplest problem of continual
linear programming must be sought in the class of delta
functions [1, p.48]. In general, the synthesis problem
can be formulated as follows: Let the input of a linear

system with a known frequency response signal is, the

spectral power is described by the function. Find a

function that maximizes functional:
Rl

and satisfying the limits for the spectral power of the

signal system.
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[4(R)X(R)R=B,, i=12...m ()
X(t)=0, 3)

where C(R), A(R) - are integrated in the R

function. The research in this article is dedicated to the
development of exact methods for solving the above
problem of continual linear programming (1)-(4).

1. The formulation of the problem in the class
of Legendre polynomias
Let’s introduce the variable t [1, p.24]:
2R—R, - R, t(R,—R)+R, +R,
= . R= (4)
R, —R,

2

with provision of which, we will get the next
presentation of our problem:

IC(RX(RdR (R, - R, IC(R —~R)+R, +RJ
XX( (RZ—R1)2+R2+R1jdt’ 5)

JA RMR = (R,-R) JLAI(I R1)+R2+R1]X

2
XX(t(Rz—R1)2+R2+R1]dt’ ©)
X(t(Rz—Rl)2+R2+le>0. -

Using the labeling for c() a,(t), x(t):
c(t) = (Rz ;Rl) . C(t(Rz _R1)+R2 + R j’

2
a.(t) = (Rz _R1).Ai(t(R2 _R1)+R2 + R j , (8)
2 2
() :X(t(Rz —R1)2+R2 +le20' ©
Let’s present the problem in a canonical form:
Jelo)le)ar (10)

-1

i=12,.m, (1)

xX(£)>0, (12)

where c(t),a(t) because of integrability of C (R) ,
4 (R) on the interval are the integrable functions on
the interval € [— 1;1].

If the limits of the integration in (1) and (2) are
respectively different and equal R,,,R,, for (1) and
R,,,R, (2) then selecting, R,= maX{Rij} ,
R = min{Rl.j} , (i=1,2;7=12) and setting
function C(R)=0 for Reg [RH,RZI], A(R)=0
for R¢ [‘RIZ"RZZ]’ when the problem is reduced to
the form (1)-(3).

2. Solution of the problem in the class of
Legendre polynomials

The solution X(t) is presented on the interval
te [— 1;1] in the form of an expansion in Legendre
polynomials P (t) [4, p.64-74]:

oo

=370 7, =25 [

n=0 e

1 d"(e-1)
P(t)= . 13
o) 2"n!  dt" (1)

Representing the specified functions c(t),al. (t)

(8) in the form of a convergent series, i = 1,2,...,m

)=Y0,F 2”2“1 ()P, ()t . (14)

n=0 -1

Z WA 2n2+1j ()P, ()t (15)

-1

let’s comply the integration (10), (11) of the formula
4, p.71]:

Jelomlir= S, (05 00

-1 —1n=0

—_ N l 2 — N 2

J' c(t)x(r)de = J' Z Zj:ykﬂ(t)dt=

-1 —1n=0

:Zanyan 7)dr= ZO'}/ (17)
n=0 -1

and we’ll get the statement of the problem, which
consists in maximizing function
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Fig. 1. Legendre’s polynomials f;(t) ,n=0,1,2,3,4,5

- 2 N+
3 6,y —— —max, (18) 2n+1)-2" N1l 22
= 2n+1
satisfying constraints Vo= N-—n ’ (23)
- ) ( j!-(N +n+1)
> ., =b,i=12,.,m, (19
n=0 2n+1 when (N - n) is even integer, which contains the
i 7nPn(t >0, te [_ 1’1]‘ (20) finite number N Legendre’s polynomials Pn(t)
Let’s deal with the solution of the problem (10)- 3. The usage of Legendre polynomials for
(12) for the case when the functions C(R), A.(R) constructing exact solutions

Let’s imagine, that C(R) and 4, (R) are

N, ) N polynomials R degree N, and N,, N, >N, . In the
=>TLR", A4(R)=DW,R", (1) view of the identities (22), (23) with (8) functions
B - c(r), a,(¢) are polynomials and the degree N, and

are represented by polynomials of degree N1, N2:

with coefficients Il and W, . These include the
’ N, with the expansion coefficients ©,, «

problem of the LPC, which limits (2) defines the Ln?
R, respectively (14) and (15). We represent the right
moment of order I R'X (R)dR = B, to the range of side of (11) integral with the integrand containing
R Legendre polynornials i=12,.
variation of a random variable Re [RI,RZ], 2k+1
oy b = jZﬁ,n Bt )P.(0)dt, 24)
[1, p.13-17]. The expression ¢~ can be represented e

by the expansion of the form [5, p.79]:

2N I (¢)ar ‘JZ o Zn (e)ar=
Z 7n n > Vv = (2N)! s Vn = 0 ’ (22) -1 -1n=0
when (N —n) is odd number,
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—IZﬂ,n Zk“ P(t,)P.(e)dt, (25)

—1n=0
and we will get an equatlon that must be solved for

fYka i:1,2, - m

IZ P, Zn (e)e=

—1n=0

—JZ,B,,,Z%H WP.(¢)dt.  (26)

—1n=0

In the view of orthogonal polynomials Pk(t)
expression (26) can be presented as:

j.i%,ki)k (6)y,. P, (e)de=

—1k=0

IZﬁ 2k+1

—1n=0

(¢t,)B(0)dt, e, , =0, (27)

when k > N ,. The solvmg for y, we will present as
next
& 2k+1
ve=2 @) @
n=0
By substituting (28) into (27) we obtain

oo

[Se, e OO

—1n=0 k=0

_I2ﬁ1n22k+1 P.(¢)dr . (29)

—1n=0

The solving is next:

(=30 Y 2R 080, 60

n=0 k=0
where @, the constants of integration. The right side

of formula (30) can be written as follows:

o 2k +1
2 A)RW)=6-1). D
k=0

that allows to present the solution (30) this way:

=20, 32 R0 )R O3 72 0)

n=0 k=0

ﬁ:a),ﬁ(t ~t,)) (32)

Indeed, integrating with the left side of (29),
taking into account (15) we obtain:

jz 0,3 o, 2L b (0,)P ()P, ()it =

—1n=0 k=0

i 2k+1 . IP

n=0 k=0

—ZwZOz,kP ; Za)a . (33)
n=0 k=0

On the other hand, using (32) a similar result
can be Written

[T

Zin=0
1
i
—IZwﬁtt ()= Za)a . (34
_1n=0 n=0

An important fact is that if the coefficients v, of

one and quite simply determined by (11), (25),
i=L2,...m:

1 N,

[a(x()t=Y @, 7,——=b. (3

’ s "2n+1
The rest (N1 —Nz) of the coefficients y, are
determined from (18) with the unambiguous
representation (28), (31). It should be noted that by
virtue of (28) to determine ¥, the condition x(¢) =0
will be satisfied when N — oo . This condition limits
the range of acceptable solutions (10)-(12).

), >0, PLt)S(t—t, =

k=0

g 2k+1 () (t)dt—
2 -

4. An algorithm for solving the simplest
problem
Consider the exact solution of the problem (1)-

(3) for functions C( )=1—R2 A( ):1 [1, p.24]:

[-&2)x(

-1

R)dR jx )R =S, , X(¢)>0,

Re[-11]. (36)
Using (8) and (9) represent the task (36) in the

form:
1

[e()x(e)ar, cl)=1-7, (37)

-1
1

Iao (t)x(t)dt = S, ,

a,(t)=1, (38)
-1

x(t)=0, Re[-1]1] (39)
Functions c(t) 37), ao(t) (38) in a series in
Legendre polynomials

)-SR0+

-2R(0-2R0). a

2
+3 Bl )j
()=R). 0
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1 2 4 4 5 4 2
where 1= P,(¢), 2 = (EPO(t)+EPZ(t)] | TH@ S R(L)=TH-S AR()=
This allows you to write the problem (37)-(39) as _ f _
(18)-(20) as follows: 3 %n(-R(,)—»max  46)
f 3 i s max 41 The function has a maximum value of the functional
3 % 15 g % S (37) is reached at P, (l‘n ) — min . Where should be
27, =S, :%_%, (42) P,(t, =0)=—0.5. Thus:
1
4 4
o0 M= clt)xlt)dt=—y,—v, >max=3S,,
> rPE)z0.re[-11]. @3 Il (epte) 30757 0
n=0 (47)
Since (42) a, (t) is represented by one member of when
the decomposition a, (l‘)=PO () (40), the search ¥, for x(t)= Soi 2k +1 (£)P.(0). (48)

maximizing the functional (37) use the equation (32), -
N =1, equating the coefficients in different & : Figure 2 shows the behavior of the functional
value of M (47) depending on the number of

a)() — — —
Vo= k=0, 0=2y,=S5,, (44) polynomials in the solutionx(t) (48) for S, =1. It can

2

5 be seen that when & > 2 no functional change its value
V=W, 5 ( ) k=2. (45) remains constant. This result is due to the finite number

Substituting 7, (42), 7, (43) to (41, we define of polynomials Pn(t) in the expansion of c(t) (40).

t, in which the expression (41) takes the maximum
value:

‘n

1 2 3 4 5 6 7 8 910

Fig. 2. The dependence of the value of the functional M(r) (46) on the number n of the Legendre polynomials P, (l‘ )
in the solution x(t ) (47) for the case S, =1

The solution (37)-(39) is shown in Figure 3. It value of the functional (10) M=1 if the constraint for
can be seen that an increase in terms of expansion S, =1 (11). However, compliance with the
solution presented in the form of (32) takes a delta

. . 50 s cati -
character. Each of the solutions presented provides a inequality x(t)2 0 is satisfied for N — eo.
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Fig. 3. Accuracy representation x(t ) (47) for the case S, =1 according to the n in the expansion

of Legendre polynomials /P, (l‘)

Conclusion
Investigation of properties of solutions of the continuum
of linear programming have led to the following conclusions,
which are as follows:

1. If the functions c(t) and al.(t) are

represented by finite power series of the form (21),
the problem (10)-(12) has an exact solution

x(t) = i v.P (t) presented Legendre polynomials
n=0
(13).

2. For calculating the coefficients 7},

determining the form of the solution x(t ), we get

easy and convenient for practical calculation formula
(28).
3. Analitically shown that the solution

x(t) = i v.P, (t) degenerates into a superposition of
n=0

delta functions, which confirms the conclusions
drawn in [1, p.126] — the solution (10)-(12) must be
sought as a linear combination of delta functions.

4. Usage of the orthogonal system of functions
allowed to formulate noniteration ability to exact
solution (30) of the problem (10)-(12).

5. If for c(t) (14) and ai(t) (15) do not permit

expansion in an orthogonal set of functions in a finite
series, then the solution may be found with a given
accuracy. Its value is determined by the accuracy of

representation of the specified functions c(t) and
a; (t) finite power series (14), (15).
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